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Execute Attacks: Evasion, 
Poisoning, Extraction, Inference
On any model: TensorFlow, Keras, 
PyTorch, MXNet, scikit-learn, 
XGBoost
Trained on any Data: images, tables, 
audio, video...

Python Library for Model Evaluation and Defense

Implements the latest research & SOA in terms of AI attacks:
Benchmarking Solution



In Action – Evade a Video Classifier

1. Load existing Training 
and inference pipeline

2.  Load
Evasion Attack

3. Generate
Evasive Sample

4. Att&ck!





Limitations

Problem Domain Constraints (Pierazzi et Al. 2020)

• Available and Legal Problem Space Transformation
• Preserved Semantics
• Plausibility
• Robustness to Preprocessing

Missing support for Large Language Models and other new 
architectures.



And what about you?

• Test your Models Robustness
• Test your Datasets Robustness
• Benchmark and compare against related work:

• Defensive Approaches
• Offensive Approaches
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